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Introduction
 Machine Learning as a Service (MLaaS)

– Companies launch MLaaS very competitively
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Complex Simple



Introduction
 Adversarial Examples

– Explaining and harnessing adversarial examples (2015 ICLR)
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Introduction
 Model Inversion Attacks

– Model Stealing
 Weight Stealing (black-box)

– Membership Inference Attack
 Retrieve Training Dataset (white-box, black-box)
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Introduction
 Model Inversion Attacks

– Model Stealing
 Weight Stealing

– Membership Inference Attack
 Retrieve Training Dataset
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Train Data Reconstructed Data



Contribution
 Model Inversion Attack that exploits confidence values
 Evaluation of attack from two different settings

– Decision Tree for lifestyle survey
– Neural Network for facial recognition

 Countermeasures suggestion
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Background
 Model Inversion Attack

– Reveal unknown values from the available information
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Decision Tree
 One of the simplest machine learning technique
 Partitioned feature space into disjoint regions

– 𝜙𝜙𝑖𝑖 ∶ 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑓𝑓𝑓𝑓𝑓𝑓 𝑡𝑡𝑡𝑡𝑡 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑖𝑖
– 𝑤𝑤𝑖𝑖 ∶ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑠𝑠𝑠𝑠𝑠𝑠 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑖𝑖
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Decision Tree
 One of the simplest machine learning technique
 Partitioned feature space into disjoint regions
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Decision Tree
 One of the simplest machine learning technique
 Partitioned feature space into disjoint regions

 To return confidence values, we can change 𝜔𝜔𝑖𝑖 to the range
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Decision Tree
 Classification 𝑓𝑓 𝑥𝑥 , confidence values 𝑓𝑓(𝑥𝑥)
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[89, 11]



Threat Model for Decision Tree
 Goal

– Predict sensitive feature from the output and partial input feature
 Black-box: output confusion matrix & partial input feature
 White-box: output & partial input feature & # of training samples for each 

class

 Datasets
– FiveThirtyEight surveys

 Sensitive Features
• Whether each participant responded “Yes” to infidelity questions

– General Social Survey (GSS) marital happiness survey
 Sensitive Features

• How happy are you in your marriage?
• Have you watched X-rated movies in the last year?
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Algorithm
 Previous Works

– Exhaustive Search (Brute-force attack)

– Infeasible for intractably large input space
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Algorithm
 Two types of problems

– Black-box
 Perform algorithm of previous works with different error function
 With confusion matrix C of decision tree,
 We can calculate 𝑒𝑒𝑒𝑒𝑒𝑒 𝑦𝑦,𝑦𝑦′ ∝ Pr 𝑓𝑓 𝑥𝑥 = 𝑦𝑦′ 𝑦𝑦 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

– White-box

 Attacker knows 𝑝𝑝𝑖𝑖 = 𝑛𝑛𝑖𝑖
𝑁𝑁

,𝑛𝑛𝑖𝑖 𝑖𝑖𝑖𝑖 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑠𝑠𝑠𝑠𝑠𝑠

 Solve maximization problem,

 Maximize confidence value 
max 1

∑𝑗𝑗=1
𝑚𝑚 𝑝𝑝𝑗𝑗𝜙𝜙𝑗𝑗(𝑣𝑣)

∑1≤𝑖𝑖≤𝑚𝑚 𝑝𝑝𝑖𝑖𝜙𝜙𝑖𝑖(𝑣𝑣) � Pr[𝑥𝑥1 = 𝑣𝑣]

 Find v that maximizes this equation
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Evaluations
 Attackers Assumption

– Total 5 attackers
 White-box
 Black-box
 Random: “Yes” or “No”
 Baseline: always “No”
 Ideal: a new decision tree trained from the same dataset to predict feature
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Evaluations
 Results
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Summary for Decision Tree
 They formulated decision tree mathematically
 They defined a confidence score for the decision tree
 They proposed a maximization problem to find sensitive features 

for white-box attack
 They achieved 100% precision for the white-box attack
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Neural Network
 Facial Recognition System
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Elon musk !



Threat Model for Neural Network
 Goal

– Find original face of victim from the neural network
 White-box model
 Revealed confidence values

 Three types of neural network
– Softmax

 1-layer softmax

– MLP
 3000 hidden sigmoid unit + 1-layer softmax

– Denoising AutoEncoder (DAE)
 2-layer: one for the embedding, one for the output
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Algorithm
 Inversion attack algorithm

– 𝑐𝑐 𝑥𝑥 : 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
– 𝑓𝑓 𝑥𝑥 :𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
– 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴: 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
– 𝜆𝜆:𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
– 𝛼𝛼:𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
– 𝛾𝛾: 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑓𝑓𝑓𝑓𝑓𝑓 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
– 𝛽𝛽:𝑚𝑚𝑚𝑚𝑚𝑚 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

– Gradient descent method to find x (target image)
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Evaluation
 Dataset

– AT&T Face Database
 40 labels

 User study (Mechanical Turk)
– Find the most similar pictures among 5 candidates

 Include “not present” answer
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Evaluation
 Reconstruction Result
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Evaluation
 Result

– Identified: workers identified the correct image from candidates
– Excluded: workers identified the correct image is not presented 
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Summary for Neural Network
 Facial recognition models with three types of architecture

– Softmax, MLP, Denoising AutoEncoder

 Gradient-based optimization algorithm
 More than 50% accuracy from Mechanical Turk Evaluation for 

overall models
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Countermeasures
 Decision Tree

– Change the order of feature
 When the target feature is placed on the top or bottom of the tree, the 

attack accuracy is degraded
 Why?

• It is training algorithm for decision tree
• CART algorithm (Classification and Regression Tree)

 Neural Network
– Gradient obfuscation

 Best mitigation for FGSM, C&W, ZOO, etc.

 Overall
– Don’t reveal confidence score (return rounded value)
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Limitation
 Decision tree attack requires partial information of input features
 Decision tree Black-box attack still used the same algorithm from 

the previous works
 Neural networks used in the evaluation is too simple

– Only 1~2 layer architecture

 Reconstructed face picture is actually not similar at all with the 
real data
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Q&A
 Junho Ahn

– After this work, how model inversion attack is developed? This is very 
first paper that propose model inversion attack and the reconstructed 
image is not clear. Can we do that almost same today?

– Much more progress, but not perfect
 More complex algorithm
 New types of network (GAN)
 Models don’t remember exact data
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Ref: Zhang, Yuheng, et al. "The secret revealer: Generative model-inversion attacks against deep neural networks." (2020 CVPR)



Q&A
 JoonHa Jang (*Best Question)

– In the case of a model inversion attack, I think it can easily defend it 
by limiting the number of consecutive queries and rounding the 
confidence score. Even with these limitations, I would like to know the 
advantages of a model inversion attack.
 Very effective mitigation !
 But, benign applications also requires tons of queries to run their services
 Query efficiency is one of the critical measure for adversarial machine 

learning attack
 And, if the model is white-box, there is no query restriction
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Q&A
 Beokseok Oh

– Assume adversary knows what model is used in ML (unknown 
parameters, known model). Then adversary can possibly run the 
model many times and find parameters so that they can re-generate 
model. How can this be protected?
 Transfer Learning Mitigation
 Transfer learning should train transfer model with very low cost compared 

to the original one
 If you want to study the transferability more

• "Why Do Adversarial Attacks Transfer? Explaining Transferability of Evasion and 
Poisoning Attacks" USENIX 19'
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Q&A
 Yonghwa Lee

– I think that in ML, the most important thing is a dataset used in 
training. Can we use some special training dataset in mitigating 
Model Inversion Attacks? 
 It is another training research field called “Adversarial Training”

– Adversarial Training
 Generate train data with noise to make robust models
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Conclusion
 Model inversion attack against Decision Tree and Neural Network

– Exploited confidence value for both scenarios
 Decision Tree
 Neural Network

 Countermeasures for two settings
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