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ABSTRACT implications, it is natural to expect that if they become pop
A distributed hash table such as Chord attempts to build aUla", they will be targeted by adversaries who can control a

persistent store from a network of (possibly unstable) peer Significant fraction of nodes in the system.

nodes. There has been a great deal of work on making DHTs  Algorithmically, several DHT schemes that are provably
robust to environmental interference (such as membershipr@Pust to malicious failure have been proposed. These prov-
churn, transient routing failures and high CPU load) butcon aPly secure protocols are of interest because securitysroo
siderably less work on implementing DHTs that are secure rule outall possible future attacki addition to the set of |
againstdversarialbehavior designed to cause DHT failure. Ccurrently known attacks. The literature on cryptographic
In this paper, we introducslyrmic, a novel DHT routing ~ N€tWork protocols has many examples of schemes, using
protocol designed to be robust against adversarial interfe Strong cryptographic primitives, that were designed with-

ence. A key feature distinguishing Myrmic from other DHT Ut & proof of security and eventually broken [17, 18, 19].
implementationss a root verification protocolthat allows ~ JUnfortunately, while many of these provably secure DHT
anyone to verify that the node responding to a query for key gchemes scale well asymptotically (fpr examgle the scheme
k is indeed the “correct” holder of the key. We give analyti- N [20] has latency)(log n) and bandwidttD (log™ ) these.

cal results showing that even when a large fraction of nodes, Parameters do not always translate well to implementations
for example 30%, cooperate to adversarially interfere with U to the constants involved. Thus these theoretical sesiem
query routing, Myrmic finds uncorrupted roots in expected while mterestlng, are not practical for implementation.
logarithmic time, and confirm these results with simulagion N this paper we introduce and report on the PlanetLab [21]
of 1000 nodes. Finally, we implement the proposed proto- deployment of Myrmic, a DHT implementation with prov-
col and evaluate it through experimentation with 120 nodes 2Ple security against malicious node failures. Myrmic has
on PlanetLab in order to measure wide area network perfor- 1€ Same semantics as Chord and in a network with no mali-
mance. All of these results suggest that Myrmic provides ¢i0US nodes it has message cost and latency that are provably

stronger robustness guarantees while incurring minimal ne &t MOSt twice the cost of Chord with recursive routing. Our

work and CPU overhead. experiments with the system both in the wide-area PlanetLab
testbed and in a local-area network show that good perfor-
1. INTRODUCTION mance is maintained even when large fraction (for example,

A distributed hash table (DHT) is a service that mkggs 30%) of nodes behave maliciously by dropping all routing
in a flat identifier space ontnodesin a network of peers.  requests. Thus, it can be used as a drop-in, secure replace-
Systems such as CAN [1], Chord [2], Pastry [3], OpenDHT [4]ment for Chord.
and Tapestry [5] structure peers into an overlay networksuc ~ Three key ideas are involved in the design of Myrmic.
that each peer needs only rememli¥iogn) other peers First, we use a small set of trusted nodes to provide a kind
and can locate any identifier in at mastlog n) hops. Be- of local admission control; these nodes store no state and
cause of their scalability, lack of a central point of fadur  may fail transiently with no effect on the security of thesys
and design for fault tolerance, these systems have been usetem. Second, our system is designed to tolerate failures on
to construct a wide range of distributed applications, fer e  a small percentag&of routing requests, while guaranteeing
ample P2P file system [6], P2P archival systems [7, 8, 9], that these failures are transient, even when they are mali-
BitTorrent [10], P2P web cache systems [11, 12], P2P mul- cious. Third, we use &ot verification protocolthat with
ticast systems [13, 14], and P2P DNS [15, 16]. high probability allows only a single node to prove current

Many of these DHT implementations have been engineeredwnership of a given key; this prevents many of the previ-
to tolerate faults caused by environmental conditions such ously known attacks on overlay routing schemes. This root
as transient routing failures, overloaded CPUs, and member verification protocol is also directly applicable to othed D
ship churn. However, many of these systems do not deal withrouting protocols even if proximity neighbor selection 22
adversarialfaults that maliciously prevent nodes from dis- is used. To our knowledge, Myrmic is the only DHT proto-
covering the correct mapping between identifiers and peers.col where root verification iexternally verifiableany node
Interfering with this mapping can in turn invalidate theiktva  can check that the result of a lookup is correct. This simpli-
ability, correctness or security of protocols running op to fies some aspects of application design, for example, allow-
of the DHT, since they assume the mapping to be available,ing new nodes to join the DHT or a client to use a generic
correct and consistent. Since many of the systems proposedHT service such as OpenDHT[4] without the additional
to be built on top of DHTs have direct financial or security trust assumptions of a trusted gateway or the additional com



munication cost of using several redundant gateways. Wefurther. At the end, the destination (supposedbyt(k))
use this verification protocol to augment the iterative rout replies to the sender via direct IP communication. During
ing protocol of Chord so that adversaries are constrained tothis routing, the distance between a message’s current loca
either drop routing queries or give correct responses. tion and its destination is halved in each hop resulting in a
The remainder of this paper is organized as follows. Sec- logarithmic number of hops. In this approach, caltedur-
tion 2 gives an overview of DHT protocols and Chord. Sec- sive routing the sender delegates routing to the next hop and
tions 3 and 4 give a more detailed overview of our threat from then on it loses control over the traversed hops. In-
model and the algorithms employed by Myrmic. We ana- stead of asking to forward the message, the sender may ask
lyze the security of these algorithms briefly in section 5 an  for the information regarding the next hop. In this apprgach
report on experimental evaluations in simulated, locakar callediterative routing the sender discovers the full route to
and wide-area networks in section 6. Finally, we discuss re- root(k) and contacts the destination.

lated work in section 7. 2.2 Security Issues in DHTs

Like other networks, DHTs are vulnerable to attacks. Be-
2. BACKGROUND low, we briefly overview the attacks (specific to DHTS) pro-
2.1 Overview of DHT Routing posed in previous work [23, 24] and the known approaches

In this section, we briefly overview DHTS, using Chord [2] {0 dealing with them.
as a concrete example. DHT networks allow nodes to store SyPil attack [25]: an attacker generates a large number of
and to retrieve data objects efficiently. Each node is assign °09us DHT nodes to out-number the honest nodes. This
a unique identifier, onodeld and each application objectis ~ attack is, in general, overcome by introducing @ffline
assigned a unique identifier, key Node identifiers are of-  trusted entity [23], such as a certificate authority (CA)ekv
ten computed as the cryptographic hash (e.g. SHA-1) of theWith a CA, if malicious nodes can pick thglr nodelds, they
node’s public key or IP address, while a key is usually com- ¢an control the access to popular data objects by becoming
puted as the cryptographic hash of an application object’s the root of thqse objects’ keys. Thus it is typlc_ally assumed
attributes, which can be used to identify the object. Nosleld  that the CA will perform some level of admission control to
and keys are uniformly distributed in théspace a set ofi- limit the number (_)f certificates issued to attackers.
bit integers. A keyk is mapped to a unique node — the key’s Message corruption, drop, and delay[23]: A DHT node
root is denoted asoot(k), based on numerical proximity. In forwaro_ls messages (data as well as control) for others using
Chord, the nodeoot (k) is the node with the smallest nodeld itS routing table. An attacker can eavesdrop on and modify
equal to or greater thahin the Id space. When a node in- overlr?ly messages passing through it. Even if the messages
serts a key-value paik, v), root(k) stores the pair, where @€ S|gne_d and encrypted, he can drop or delay them. Iter-
the value is application-specific information. When a node ative routing can be used to prevent such attacks on routing
queries the key:, root(k) returnsu. In order to tolerate fail- ~ messages [2, 26]. _ .
ures and/or expedite the query procegsp) can be repli- ~ Routing Table Poisoning (Eclipse Attack)[23]: Since a
cated at several nodes, callegplica roots In Chord, the node’s r.ogtmgta.ble is ger]erateo! from information fromenth
replica roots of k, v) areroot(k) and its several successors. N0des, it is possible that its routing table could be cordpt

A DHT provides a distributed lookup protocol, which al- (].e. filled with a}tacker's IP adgresses). This attack fe@f
lows queriers to communicate with the node that stores ative for DHTs with flexible routing tables. _
particular data object efficiently. For this purpose, eantien ~ R00t Spoofing Routing in a DHT is “proximity” routing. A
maintains a routing table containing a set of other nodes’ Message is routed to a key's root rather than a node specified
nodelds and IP addresses. The nodes in each routing taPy the querier. Without detailed knowledge of the replier's
ble are chosen in such a way that a lookup message Car{1e'|ghborhood, the querier cannot verify whether the replie
be efficiently delivered to its destination. For example, in IS indeed the root of the key.

Chord, the node witlwodeld maintains aouting or finger 3. PROBLEM DESCRIPTION. ASSUMPTIONS
tablethat contains thé(log n) tuples of the formentry; = ' AND OVERVIEW '

(nodeld;, I P;), wherenodeld; = root(nodeld + 20~ 1). ) .
DHTs are designed in such a way that each node stores

In addition, each node with Il> maintains pointers to its , )
immediate predecessors, denoted in order of distahee information about only a small number of other nodes. This
' : makes them scalable in terms of storage overhead and rout-

p?(z),...,p'(x), and a list of its nearest successors inktie |
space, denoted by (z), s2(z), .. ., s' (). We follow Chord ing overhead, but leaves nodes vulnerable to attacks based

on limited knowledge of the current state of the network,
such as root-spoofing. Here we outline a specific (known)
optimizations, see section 6.4. attack_ scenario, foIIc_)wgd by a genere_ll definition of rogtlng

To route a message teot (k), Chord finds the “finger” in security and a description of our solution and assumptions.

its routing table with the highesiodeId lessthanorequalto 3.1 Root Spoofing Attack
k and hands over the query message to that node to be routed The most important property in DHT routing is that when

in using thisconstrainedrouting table; for a discussion of
the performance implications of this decision, and possibl



a lookup for a keyk is performed, the resulting DHT node
should beroot(k), given thecurrentsystem state. Figure 1
shows a typical attack scenario, where nddlés root(k).
Suppos&” inserts a key-value pallk, v) at R. Later, when
Q@ queries the key, it asksD for the next hop, which returns
E. Now FE, colluding with B (or perhaps unaware @t’s
existence), returng, which claims (being close tb) that it

is responsible fok, thus, effectively hiding? from @Q. Since

@ does not know abouR and B appears to be a plausible
destination,) acceptsB as the destination responsible for
that key. In this case is unable to retrieve the value
corresponding to key. We note that this attack can also
work if any node along the query route, for example is
malicious: whileD cannot claim to beoot(k) he can route

Notice that the above definition explicitly states that we
will allow a certain fractiong, of queries to fail. Thus anim-
portant question is what values &f protocol can support.
Later in this paper, we show that Myrmic can deliver 99.99%
of packets within 1.4 times the latency of Chord even with
30% of attackers dropping packets. Also note that we al-
low arbitrary behavior by malicious nodes, including root
spoofing; message corruption, dropping, or mis-routing; an
other behavior outside of the protocol specification. In sum
mary, (1) the sender must be able to verify the root, (2) in
case root verification fails (e.g., a malicious node impetso
ates the root), the message must be able to bypass malicious
nodes and eventually reach the root if itresachable(that
is, there is a path from the sender to the root that consists of

the query to his colludeB who is close tck.
Thus a DHT without a root veri-
fication mechanism cannot guaran-
tee the delivery of query messages.c)
The same basic attack can also bg
applied to insertion of (key, value)
pair, routing table maintenance and
membership events, because typi-
cally all of the DHT protocols rely
on the ability to find the correctroot
of a key. Thus, without a root ver- Figure 1. Root
ification mechanism, query and in-Spoofing Attack

only non-faulty nodes), and (3) the secure routing protocol
must be efficient, even under attack. We note that an impor-
tant technical consequence of our definition is that prdsco
satisfying this definition will correctly identify the rootven
when the root node is malicious.

3.3 Assumptions and Attack Model

To avoid attacks related with nodeld assignment such as
the Sybil attack [25], we assume the existence of an off-line
certification authority as in [23]. We also assume that
nodes form a DHT network. A bounded fraction of the nodes
f (0 < f < 1) may be faulty. We assume faulty nodes may

sertion messages could be delivered to incorrect nodets, rou collude and adversaries are “non-adaptive”, i.e., (1)tyaul
ing tables could have more and more malicious nodes, and anodes can operate in concert. (2) at most a fracfioficur-

new node could join a logically separate network filled with rent nodes are malicious or vulnerable to compromise in any
malicious nodes. In short, an adversary can use this attackgiven time period, including the initial time period whereth

to disrupt most of the functionalities of the DHT.

3.2 Problem Description

network bootstraps. The set of vulnerable nodes, however,
are not chosen by the adversary. We note that a “fully adap-
tive adversary” that can instantaneously corrupt any node i

Security of DHT routing is thus a weak link in building the DHT can defeat the security properties of not only Myr-
secure DHT-based applications. Castto al.[23] define mic, but all previous protocols in the literature. We assume
routing security as followsThe secure routing primitive en-  adversaries can not corrupt or prevent IP network layer com-
sures that when a non-faulty node sends a message to a keynunication between honest DHT nodes. However, we allow
k, the message reaches all non-faulty members in the set ofadversaries complete control of IP- and DHT-layer traffic
replica roots R, with very high probability. While this is passing through faulty nodes. (In other words, they can,drop
certainly a necessary condition for security, we argueithat delay or replay messages, attempt to route messages to their
does not specify sufficient conditions. For example, if we collaborators,etc) We assume that all nodes are loosely
were to design a “secure routing primitive” that guaranteed time synchronized, e.g. honest nodes’ clocks agree tomwithi
delivery to all replica roots if2(n!) steps, it would meet  afew second$.We do not consider denial-of-service attacks
this definition but its performance would be completely un- (against arbitrary nodes) at the network level; these ldtac
acceptable, essentially making the protocol one giant-algo can essentially defeat any protocol in the literature,.(byg
rithmic denial-of-service attack [27]. Thus efficiency het preventing nodes from initiating lookups) and are outdide t
face of an attack is an important concern. With this in mind, scope of this paper.
we refine this definition more formally as follows: . . .
3.4 Myrmic: High-Level Overview

In addition to the off-line CA, Myrmic introduces a new
on-line authority, called th&leighborhood Authority (NA)
havior as well as faults caused by environmental conditions such as
node failures or transient routing failures.

DEFINITION 1 (5-SECUREDHT ROUTING). Arouting
protocol isd-secure if it ensures that with probability at least
1 — 4, when a non-faulty nodd initiates a lookup for a uni-
formly chosen keyk, A correctly identifies the nodeot (k)
within an expected(1 h ite the presence of

an expected)(log n) hops, despite the presence of a 2Since our setting includes a small set of trusted nodes that com-

fraction f < 1 of faulty nodes. municate periodically with each host, it is feasible to provide this
INode faults may be arbitrary, including directed adversarial be- level of synchronization




The N A only participates in DHT network management by tion by checking with “authorized witnesses.” We choose a
issuingNeighborhood Certificates (nCert&) small sets of  node’s neighbors as the authorized witnesses because: (1) a
nodes after DHT membership events such as joins and leavesiode’s range is determined by its neighborhood information
The N A is notinvolved in any other functionality of DHT  (2) the root’s neighbors are often used as replica roots, and
routing, and in particular queries proceed without contact (3) nodes are already required to maintain neighborhood in-
ing the N A. The N A has a public/private key pair for sign- formation. The IP addresses of these neighbors are listed in
ing certificates and we assume that its certificate is pyblicl the root’s nCert, which is a signed list including the rood an
available. TheV A is stateless, so that it can easily be repli- its immediate neighbors. When a certificate is invalidated
cated to handle high churn rates or transient node failures.by a change in membership, those neighbors are informed.
Similar to a Certificate Authority, thé&/ A is a central point Hence as long as a malicious node has one honest neighbor,
of trust rather than a central point of failutelf the N A it cannot use a revoked certificate since the querier can con-
goes offline for some period of time, there will be two ef- tact any neighbor directly to provide a more recent certifi-
fects. First, new nodes will be unable to join the network cate; thus by adjusting the neighborhood size appropyijatel
(but can still route queries through existing network ngdes we can limit the probability that a malicious node can use a
Second, since our analysis treats nodes that leave the netrevoked certificate while not requiring any interactionhwit
work without communicating with thév A as faulty, long the NA. We stress that Myrmic also includes protocols that
periods of unavailability will increase the fraction of fgu allow the DHT to quickly recover from the occasional event
nodes the network must tolerate. Once a node is no longerthat all the nodes in a neighborhood become faulty; see Sec-
included in fresh nCerts, it is no longer considered faulty, tion 5.4.

because no nodes will attempt to contact it. 4  SECURE DHT ROUTING

Myrmic usesiterative routing which incurs just under hi . p he f f1h
twice the latency and message cost of recursive routing, in In this section, we first present the format of the nCerts

order to allow a querier to monitor query progress and to find US€d by Myrmic to certify the range of a node. We then
alternative routes in case its query is mis-routed or drdppe Présent the algorithms employed for the root verification,
on the route. With iterative routing, the secure routinggro 10N léave, and lookup operations.

lem can be reduced to the problem of verifying that a query 4.1 Root Verification Using nCerts

for key k makes progress and discovers the correot(k). The range of a node in Myrmic is determined by its nodeld
Myrmic allows a querier to verify the keys a node is cur- and that of its immediate neighbors: the range of né&de
rently responsible for using an nCertissued by&hé. This is the interval from the predecessor of R )) to R, i.e.,

prevents a malicious node from impersonating the root of a range(R) = (p(R), R]. Thus, in a DHT with static mem-
key outside it is not responsible for or routing a query to an bership,R can prove its range by presenting a signed nCert
incorrect node. that includes the nodelds at andp(R). With dynamic

A néive approach would be for th&¥ A to issue a nCert ~ membership, however, a node’s range may change, requir-
to a joining node specifying the range of the keys it will be ing a method for queriers to determine whether an nCert is
responsible for. Whenever the node needs to prove that it isfresh.
responsible for a certain key, it could present its nCeriwHo For this purpose, we include several nodes in each nCert
ever, in such an approach it is not clear how to deal with cer- to serve as witnesses to the freshness of the nCert. When
tificate revocation securely and efficiently: when a new node a nCert is revoked, the witnesses are notified by ihé.
B joins the network, it is assigned a part of the key range that Hence, by consulting with the witnesses, one can verify that
was previously assigned to another notlewhich necessi- an nCert is fresh. Since it only takes a single witness to
tates revocation of part of’s previous nCert. Without effi- ~ prove that an nCert has been revoked, a malicious node can
cient and secure revocation of nCerts, a malicious node mayonly use a revoked nCert if all of its witnesses are faulty.
claim responsibility for a key by presenting an old certifi- Hence by adjusting the number of witnesses, we can bound
cate. If the revocation information is broadcasted by gdst  the probability that a malicious node successfully uses a re
nodes, nodes will have to keep an amount of information lin- voked nCert. As previously mentioned, we choose a node’s
ear in the number of revoked certificates. Furthermore, the nearest neighbors as its witnesses because they must main-
N A will be required to remember what nCerts it has pre- tain this information anyways and may also be replica roots.
viously issued in order to revoke them, increasing the com- The nCert format is thus:
plexity of implementation andv A replication. nCertp = Signsy,,,{nListg,issueTime, expireTime, pkr}

Therefore, the key problem here is how to allow queriers ~ "F#5tr = picrys - Io(rys T Ls(rys o Loty }
to efficiently obtain a fresh certificate that explains the cu Ir = (nodeldr, IPr)

rent range. Myrmic enables queriers to find fresh informa- An nC.ert is Signeq by thé‘fA using a secure digital sig-
nature Signsy, , (-) with the private key of theVA. The

3If there is no appropriate central point of trust, the stateless design nCert al§0 includes its issue t_ime, its ex.piration time, and
of the NA also simplifies a threshold cryptography-based imple- the public key ofR ThenListg in nCertg includes tuples
mentation; however, this is outside the scope of the present paper I = (nodeld;, pk;, IP;), which allow direct IP connections




Il verify if R is the root of keyk
Q.verify _root(nCertg, k)

/I node J joins the network. node B is used for bootstrap
J.join(B)

1: if(good_timestamp_signature(nCertr) is false or 1: R = B.find-root(J);

2: is_root(nCertg, k) is false) 2: N A.updatenCerts(R, J);

3: return false; 3: init_finger_table(B);

4: for(X € nCertr.nList) 4: update_others();

5: nCerty = X.find-nCert(R);

6: if(good_timestamp_signature(nCerty) is true) /l'issue a nCert to the joining node and update its neighbors’ nCerts

7 if( nCerty.issueTime > nCertg.issueTime N A.updatenCerts(R, J) .

8: andis_root(nCert)y, k) is false) 5: if (accept(J) istrue and verify-root(nCertg, J) is true)

9: returnfa,lse' R 6: list = construct-neighbor_list(R, J);

10: returntrue; ' 7. generate_distribute-nCerts(list);

I/ verify if R is the root ofk according tonCertg /I N A constructs a list of the nearest neighbors of the joining node
Q.isroot(nCertg, k) ) N A.constructneighbor_list(R, J)
1L if(k € (nodeld,r),nodeld 8 list = nil;
12: ( retur(r?tiuee; (), nodeldr]) 9: for (X € R.nCert)
return false; 10: for (Y € X.nCert)
’ 11: for (Z € Y.nCert)
H . A H 12: if (in-list(list, Z) is false) andping(Z) is live)
Figure 2: The pseudocode to verify if R is the root of k. s insert into list(list, 7).
to R’s neighbors. The size of theList (= 2] + 1) is a sys- 14: insert.into list(list, J);
R 9 ( + ) y 15: while(count_live_successors(list, J) < 21)

tem parameter defined by théA. The relation between this 16 get-more_successors(list, J);
parameter and security is described in Section 5. 1 whie(count livepredecessors(list, J) < 21)

18: get_more_predecessors(list, J);
Figure 2 summarizes the root verification procedure, which 19 returnlist;
assumes that all nodes have current nCerts. In this proce- N A.generatedistribute _nCerts(list, .J)

dure, querie) usesaCert  to verify whetherR = root (k) 20 f’grL(i)sjfengj;}”);List(lm’ 7);
using two tests: first, it checkshf € range(R) = (p(R), R] 22: nListx = gen.nList(list, X); , o
wherep(R) andR are included imCert z; second, it checks Pyt Qécngzté(er_t Xs)vgm“ {nbistx, issuclime, cvpirelime};

if nCertr is fresh. These two tests are accomplished by ob-
taining copies ofiCerty directly from the witnesses. If a
witnessX gives a more recent, validCert’, that lists a dif-
ferentroot(k), thenR fails the test (lines 7-9). The querier Figure 3: The pseudocode for a nod¢ joining the DHT.
@Q’'s communication overhead is to cont&étwitnesses and /I node X maintains updated neighborhood

the computation overhead is at ma@st- 1 signature verifi- X.P(’)]?l(q;ag(’ZLListx)
cation.

if(pZi,n:g(}}/.) is dead)
4.2 Neighborhood Certificate Update

For every membership change, tNel must re-issue nCerts
to the nodes affected by the change. When a nbgl@ns
the DHT, it obtains a nCert and, in addition, the4d must ~ Figure 4: The pseudocode for a nodeX to maintain up-
update the nCerts of thel nodes that gain/ as a neigh-  dated neighborhood
bor. More specifically, thév A updates the nCerts of all the R’s nCert, it can directly contact the neighborsi®f Next
nodes listed imList ; to includeJ in theirnLists. Similar N A calls construct_neighbor _list() to construct a list of
updates are also carried out when the NA is notified that nodes including/ and its (at least) nearest neighbors %!
has left the network. predecessors arid successors). The result is a ligtst =

In Chord, when a new node joins, it first learns its neigh- {..., Ly, Ipr), Ly, Ls(a)s - - -5 Loy, - - - }- This list
borhood information from a bootstrap node, and then grad- includes all the information thé&" A needs to generate new
ually fills in its finger table using queries to the appropriat nCerts. OncéV A has the list, it callgenerate_distribute_nCerts()
Ids. Myrmic’s join protocol modifies only the first part of to generate thél + 1 new nCerts fot/, its nearest prede-
the Chord joining protocol, i.e., we only modify the part of cessors, and its nearésuccessors. EaetCerty is sentto
the protocol that the joining node follows to initiate thstli  all of the nodes in its1 List.
of its neighbors and notify them. When a nodéeaveshe DHT, other nodes (gradually) up-

As shown in Figure 3, with the help of a bootstrapping date their state tables. The range of the absent node must be
nodeB (not necessarily trusted), the joining nodidocates allocated to its neighbor(s). Hence once a leave is detected
the nodeR = root(nodeld ) using the secure iterative rout-  the N A should be notified to update the nCerts of the neigh-
ing protocol (to be presented in section 4.3). Néxbntacts bors of the missing node. In Myrmic, a nodeperiodically
the NA to getnCert ;. callsmaintain() to ping the nodes listed in its nCert (Fig-

To generate.Cert ;, the N A needs to learn th@wodeld, IP) ure 4). If it believes that one of them, s&y, has left, it
pairs of the2l nearest neighbors, which will be ifis n List. findsY’s immediate live successdf and contacts théV A,
Similarly, to update the nearest neighbors’ nCelkts| needs which callsupdate_nCerts(Z, Z). When the procedure fin-
to find out the(nodeld, I P) pairs oftheir nearest neighbors  ishes,Z inheritsrange(Y') and the nodes listed inCert
(line 6). For this purpos€y A obtains and verifie®’s nCert (including X) obtain updated nCerts.
using the root verification protocol (line 5). On@éA has We briefly consider the overhead @pdate_nCerts. To

/ these procedures are not modified from chord
J.init finger_table(B)
J.update_others()

do

Z = find-root(X, (Z.id 4+ 1));
while (ping(Z) is dead)
NA.updatenCerts(Z, Z);

QARLNE



/I find the root of k using gateway node G
Q.find_root(G, k)

first verifies, locally, ifnCert, ., sShowsnext as the root

1: try = G, . .

2: nCertpege = try.nect_hop(k); of the keyk (line 6). If so, @ verifies the freshness of

% pOerteuwrrent =nCertncat; nCertaes; USINg root verification (line 7). Otherwis€)

5: if(good-timestamp-signature(nCertpest) is true) checks ifnCert,.,+ makes the expected progress, i.e., if

6: (s root(nCertyes:, k) s truc) try indeed returned its closest preceding fingerktdine

7 If(’uemfy,roqt(ne:ct, k) is true) Ty p g g

g; elsft“m"mv 12). If so,@ randomly selects a node fronCert,,.,; for

10: nCerteyrrent = nCertpeat; its next hop (line 14). Otherwisé) discardsiCert,,..; and

11: else . .

ig if(prggriss(try}nCng?, k) is true) randomly select’\? a nohde fro:']l the pre_vlmﬁertmm (i.e.,

3 nlerteurrent = NCErtnext,

14: try = random,selec;,frmn(nCe?";wrmm); nC’ertcwmnt). ote .t at, while Verlfylng the progrese)

15: nCertpeat = try.next_hop(k) does not need to verify the freshnesswéfert,,.,;, because

& hieerk-ascontacied(nCericurrent, Iry); as long as one of the nodes listedrifiert ., is honest

18 returnnil; and alive,@ will be able to find a next hop. Henceg only
/)/( retumt:oobg)r closest preceding finger verifies the signature and timestampn@fert,,..; (line 5).

.nexthop P . s f )
1o fornCert, € {nCert stored by X1) . In adqmon to the protocol shown in figure 5, our itera
gg: if(is,troot(nC'erti,k) is truc) tive routing protocol also uses dual timeouts.s#éft time-
. t; . . .

57 retumelosest preceding.finger(k) out happens whei) judges that it has waited too long for
I check iftry returns the closest proceding fingerito a reply fromtry, and Slmply contacts another node listed
progresE(try(, nCertnm,)]k) in nCert,..;- If Q receives a message frotny after a

23 i = |log(next — try)]; . . . .

by (20 < k — try < 2040 andis.root(nCertnons, try + 2°) is true) §oft timeout, it will still process the result. When all nodes

gg; trettjgngrue; in nCert,.,; have been marked as contacted andhael

. return false;,

timeoutis reached() determines that the lookup has failed
and drops the query. Using a short soft timeout may increase
the number ofiext_hop (NH) messages sent, while reduc-
ing the delay caused by a slow link or, more importantly, a
simplify the discussion, we calculate communication and malicious node who does not respond in time. On the other
computation overhead in terms of the number of messageshand, by using a longer soft timeout, we can reduce the to-
an entity sends and the number of digital signature opera-tal number ofNH messages sent; this gives the ndgléhe
tions it performs, respectively. Note that nodes in neigh- opportunity to trade off lookup latency for bandwidth con-
bors’ nCerts are overlapping and’ert x is stored by all sumption. (See appendix A for more discussion).

nodes listed in it. Hence, in the thr¢er loops ofupdate_nCerts(),
the NA can retrieve all of thetl + 1 nCerts held by the 5.
2l + 1 nodes listed imCertr. The N A pings anothep]

/I this procedure is not modified from chord
closestprecedingfinger(k)

Figure 5: The pseudocode to find and verify the root.

SECURITY ANALYSIS

In this section, we analyze the security of the protocols
nodes incount_live_predecessors(list, J) andcount live sketched in section 4. We first show that honest nodes al-
_successors(list, J). The NA also signs th&l + 1 newly ways have a correct nCert and consistent neighborhood view.
generated nCerts. Since an nCert is sent to all nodes listedThis allows us to prove that the root verification procedure
in it, the N A sends4l + 1 messages to distribute tRé + fails with only small probability. Finally we argue that be-

1 nCerts. The overhead of regular nodes involved in the cause of these properties, the iterative routing procediire
change is (at most) one signature verification and one mes-Myrmic succeeds i) (log n) steps with high probability.
sage, either sending an nCertX4 or replying to a ping. 5.1 Security of nCert Updates

4.3 Secure Iterative Routing We define a correct nCert to be one that consists of the
Using the root verification procedure along with securely nodelD and IP of its owner, plus tHemost immediate pre-
maintained finger tables, we can design an iterative rout- decessors and successors that are visible t&vthe We ar-
ing mechanism that guarantees correct and efficient DHT gue that with high probability the Neighborhood Certificate
lookup: at each hop, the Querier can verify, via nCert valid- Update protocol generates correct nCerts. In this protocol
ity, that the current node provides a correct next hop, and atthe N A first constructs a neighbor list and then generates
the conclusion, the querier can use root verification tokhec and distributes nCerts based on the list. The second step
that the alleged result of a query feiis the correctoot (k). is straightforward assuming that adversaries cannot pbrru
Figure 5 shows a procedure for a Myrmic cligptto route or prevent the delivery of IP-network layer communication
a query for keyk through a possibly untrusted gateway between honest DHT nodes and thiel. Hence the correct-
(when@'’s routing table is not established) @ritself. ness of this protocol depends only on thiel constructing a
The protocol resembles the iterative routing of Chord. The correct neighbor list.
main idea is as follows:Q iteratively asks a node on the So suppose that at timeall honest nodes possess correct
route for the nCert of the next hop (using thenext _hop nCerts, and that at time+ 1, honest node: notices that its
procedure), which is either the root or the closest preced- predecessor does not respond to pings and initiates thé nCer
ing finger towards the key. For eael@’ert,, ..+ receivedQ update protocol by sending its nCert plus the nCert of all of



its neighbors. TheV A responds by contacting all of these nodes as “black holes” that do not respond to queries, when
neighbors and asking for their nCerts, and pinging all nodes considering the query protocol.

mentioned in the nCerts received in these steps. Altogether Now, we define thehord next hogrom noden to key &

41 nodes will be contacte®] of which should have nCerts to be the next hop ofi that (iterative) Chord would query
listing each node in the neighborhoodraf Thus any node  in a fault-free environment. Notice that tlohord pathof

in the local neighborhood can only be obscure?! ifonsec- chord next hops always has length at mesgtn and has ex-
utive nodes are faulty or the nCert signature scheme admitspected Iengtl% log n. We say that a Myrmic lookufollows
forgeries. By assumption, the probability of the latterégn the chord pathf at each step it contacts a node in the neigh-
ligible; by our model, the probability of the former, when borhood of the chord next hop. A lookup that follows the
fraction f of nodes are fault§,is at mostf?. Thus with high chord path will also take on averaéelogn “hops” (walk-
probability theN A discovers all neighbors ef and issuesa  ing randomly about the chord hops) but may spend multiple
correct nCert to each affected node at titme 1. A similar steps discovering the correct next hop. We will prove that
argument establishes the correctness of nCerts after joins a Myrmic lookup follows the chord path with probability at

. e leastl — ¢ and spends on averag¥1) steps at each hop,
5.2 Security of Root Verification completing the proof.

Let us assume that nCerts are unforgeable, and consider First, we note that Myrmic only fails to follow the chord

the circumstances under which a nalenay falsely claim path when some chord next hop and3lof its neighbors
responsi_bility for a key. Since nCerts are unfo_rgeable_, and gre faulty. Since there are at mdst n chord next hops,
the NA is trusted,R may only fraudulently claim or dis-  anq each has a faulty neighborhood with probability at most
claim responsibility after a change in membership. Node f2141 py the union bound the probability of such failure is

R’s range may change in one of four ways. (1) A new node z; mostf2+1 log n. Thus setting the neighborhood size
J joins the DHT and becomé&?’s predecessolR? loses part

of its previous range. (2R’'s predecessor left anfl’s new _ 1 log ] ) 1 1
range includes both its old range and its old predecessor’s A+1= log(1/f) \'78798" Tlog s @)

range. (3)R left and lost all its range. In these three cases, | give the desired probability of following the chord pat

N A runs the nCert update protocol and new nCerts are dis-Gjyen that a Myrmic lookup follows the chord path, the ex-
tributed to all witnesses. T(,). use ar“eV(.)ked nCert, a makciou pected number of nodes contacted at each h@ﬁgli )
node must collude with all “current” witnesses. [lebe the (1= f)fi' < (1— /)3 0. fi~' — L This gives the
lifetime of a nCert, and lef include the percentage of nodes desired bound =17 =7

leaving during?’. Assuming malicious nodes do not leave, We note that in case the Myrmic lookup does not follow

o o
:Ee progagyll_l:y tt:]]att amrlevoke:anergan bfe L:fe¢4fsl%.§. the chord path, it may still successfully complete in a short
e probability that alb! neighbors off? are faulty. (4) is time; thus this analysianderstategshe success probability

relo_cated. A_nqde may be relo_cated only when |t§ nCert haswhenl is set appropriately.
expired and it is trying to obtain a new one. In this caRe,
cannot claim responsibility for its previous range becafse 9.4 Bad State Recovery

the expired nCert. Our definition of secure routing explicitly allows some
) . ) queries to fail due to a neighborhood consisting entirely of

5.3 Security of Iterative Routing faulty nodes; in particular, we expect that roughft! =

Let ¢ be a “security parameter” for secure DHT routing, §/1ogn fraction of neighborhoods will be “corrupt” in this
e.g. the probability of routing failure we are willing to éot manner. One method of dealing with this would be tajset
ate> Here we show how to set the Myrmic paramété@sa  p—logn so that the probability of having any corrupt neigh-
function ofn and f) so that with probability at least — 4, borhoods is negligible; this would significantly increabe t
the expected number of steps for any queryjs—; log . cost of Myrmic routing. Instead, we deal with this situation

First, we note that whe@ contacts the nodey in the it- by periodically relocating each node to a different partef t

erative routing step) requests node-y’'s closest preceding  ring, so that with high probability a neighborhood that is-co
finger tok and the nCert of the finger. ThuQ can check  rupted in one time period will not be corrupted in the next
if the finger returned byry is in fact the node responsible  period. This “induced churning” [28, 29, 30] allows Myr-
for the keynodeld(try) + 2¢ where2! < k — try < 2¢+1, mic to tolerate some corrupted neighborhoods by ensuring
If it is not, the nodetry can be regarded as faulty and ig- that these failures will be transient.

nored. Thus without loss of generality we can treat faulty  In order to implement this scheme, two mechanisms are
" ~ needed. The first is a way to determine when and to where
e ek oo S g s . ode should be relocated. Whenever 3 nodes nCertex
of an nCert withyp’)rt.ab.ébilit)o‘ is cons?dered to be fault)?. pires, it must contact tha/ A "’.‘”d have a new certificate is-
SHere we define a routing failure as the event that after some fixed sued. TheNA. may then deCId_e to rel_ocate thg node based
number of stepgf(n) = Q(logn) a lookup query has failed to ~ On some verifiable but unpredictable information; an exam-
identify the correct mapping between a key and a node. ple is anN A signature on the beginning time of the current




period. If the hash of this signature and the node’s certifi- time of PlanetLab nodes. Each node sent 10 pings to ev-
cate exceeds the fraction of time elapsed in the period, theery node in our experimental setup. The average, median,
node is assigned a new nodelD, by hashing the node’s cer-75th- and99th-percentile ping times were 54, 50, 78, and
tificate and IP address with the unpredictable information. 177 ms. Based on these results, we chose 2600for the
Thus anyone can verify, given the NA signature, that a node hard timeout value, 20fs for the nCert verification time-
should be relocated and what its new nodelD should be. out, and 78ns for the soft timeout. The long hard timeout
The second mechanism that is needed is a protocol forand nCert verification timeouts ensure that the querier does
recovery when a node joins (or is relocated to) a corrupt not miss replies from intermediate hops and neighbors of the
neighborhood. If the malicious node’s neighborhood is  root, while the shorter soft timeout prevents wasted time in

corrupted, it can effectively prevent a new natlfom join- iterative queries, as explained in section 4.3 and appefhdix
ing its range until its currentCert g expires, since no onein To selectT,,.;, the life time of a nCert, we studied the
its neighborhood will contradict the revoked’ertz. Once relationship betweeff,.;, median node session times, and
nCertgr expires, it will have to be renewed, and theA nCert size. The session time of a node is the difference be-

will contact the2! nodes on each side @; if one of these tween the time when it joins the network and the time when

is honest, the newCert’, will include J. However, thereis  itleaves the network. Median node session times of a typical
a small probabilityf4** that all4/ neighbors ofR are cor- file-sharing P2P application can be found in published stud-
rupted, and in this cask will continue to be able to prevent ies (e.g. [33]). We assume that node joins and leaves both
J from joining its range until it is relocated (at which time it  follow a Poisson process, with the same event katesult-

will no longer be issued an nCert for the range covetiig ing in a stable network size. Under this model, the event rate
Until all of the 2/ corrupted nodes surroundirfg are relo- for median session timeg,, ; is

cated, corrupt nodes will continue to covkfbecause of the N x In2 @
statelessness of tiéA). Once all nodes have left the neigh- T T,

borhood, new nodes will be unable to find a valid nCert for Hence the fraction of nodes that join or leave the DHT during

the range. In this case, a recovery protocol can be invoked:a period of lengtty’,; is

a node joining with IDJ conducts a binary search to the left nxn2 Thag In2xT,y

and right of.J for the nearest valid nCerts of a predeced3or a= T x n T ®)
and successaf of J. Once it obtains these, it contacts the i .
Neighborhood Authority with the nCerts and finger tables of
S andP, and the Neighborhood Authority builds a neighbor- . : - ST
hood list that extendgl nodes before”? and2/ nodes after then we obtain the nCert siz + 1 = 7 by setting 7>

S before issuinguCert,;. The expected number of hosts V-1 Note that smaller values Gf<L require more frequent
contacted istl + 2/(1 — f), and theN A should refuse to renewal of nCerts. Appendix B discusses this issue in detail

repair a neighborhood of size larger thar(the probability 6.2 \Wide-area Evaluation
of a neighborhood of this size being compromised is negli-

gible). Finally, in order to allow other nodes to find the fies
nCerty, J uses lookups to identify th@(log n) nodes that
should haveJ as a finger and sends themert ;.

Thus, with probability at least — f4+1, a corrupt neigh-
borhood can be repaired in at most two time periods; the ex-
pected load on thé&’ A from the repair protocol is less than
the cost of a node leaving and then joining again, and never
more than?.

Given f, a, n, andé, we can compute nCert size using
equation 1. For example, ff = 10%, n = 5000, § = 0.005,

Expermental setup. Each of our wide-area experiments
was run using a set of approximately 120 PlanetLab ma-
chine$ as Myrmic nodes, without using the Sirius calendar
service [21], and a single machine in our local testbed as
the N A, running Ubuntu Linux (2.6 kernel), with a 3GHz
Pentium IV CPU and 1GB RAM. Due to space limitations,
we only show the results of experiments using the single set
of parameters selected in section 6.1. In each of the experi-
ments, we first join every node to the network usingih4,

6. IMPLEMENTATION AND EVALUATION and then a simple test program built on top of a DHT node is
Our implementation of Myrmic consists of two indenpen- used to periodically send random queries. Each node sends

dent components: the DHT node and tNel. Both com- 500 queries, one query every 3 seconds, making the total

ponents are implemented in C and use Openssl 0.9.8 [31]?)Li/rgg?{;;r?grer:éﬂ?;aﬂfs g ?:)usti?(?v,vosot%er response
for RSA digital signatures with the SHA-1 hash function. 9 yresp

Myrmic’s DHT node component is based on the i3-Chord r;mgrcci)?frl\r;edcgfgfc;iéé )Svmgresgs trze S;ns? ;,rvctﬁntrt]r;igs?-rro-
implementation [32]. We evaluated the performance of our y queryreq P

prototype implementation 1) on PlanetLab [21] to evaluate gram andt; is the time when the DHT node.reports the
its performance on a wide-area network and 2) on a local query result to the test program after completing the nCert

testbed to assess the robustness of Myrmic under attack. verification. The 97th and 90th percentiles are:a46and

i 5All of these nodes were located in North America, to ensure rela-
6.1 Parameter Selection tively uniform delay, which simplifies the analysis of the prototype
To select timeout values, we measured the pairwise pingimplementation.




w .= 6.3 Local Network Evaluation

V One of the most salient features of Myrmic routing is its ef-

S ficiency and robustness even with a significant fraction of

adversaries. To validate this claim, we ran a series of ex-
“ £ - periments, in a local lab with 34 PCs, with a 1000 node
e, N DHT and varying fractions of “black hole” adversaries that

00 5
Query Response time (ms) Number of NH Messages

@) (b)
Figure 6: Overall performance

dropped allNH requests. Each node sends 1,000 queries
resulting in 1,000,000 queries for each experiment. The re-
sults of the experiment are shown in Figure 7. The graph

281ms. About6% of the queries are finished immediately. Shows the cumulative distribution of the number\# re-

This happens whenoot (k) is the querier node) or one qugsts for each experiment (when the size.of nCert_s is 7),

of its neighbors innCertq. For these cases, the correct- While the table shows the percentage of failed queries for

ness of the-oot(k) was verified at the time tha) received ~ NCerts of size 7 and 11, compared with the failure bounds

nCert o). IN @ network with N nodes, each node can (in parentheses) computed in Section 5.3. As expected, the

handle fraction of queries locally. failure rates andNH counts are both improvements on our
For the rest of the querie§) sends one or morlH re- worst-case bounds. For example, with= 7, even when

quests. We categorize the queries based on the number of0% of nodes drop all requests, less than 1% of queries fail,

NH requests and show both the response time of queries andtnd 95% of queries are delivered within 10 hops.

percentage of queries in each category. Compared to Chord, L o T S

which approximately follows a normal distribution for the

number of hops, Myrmic has a distribution shifted to the

left. As shown in figure 6 (b)93% of messages are deliv-

ered within 6BNH requests (not including the root verification

message). Figure 6 (b) also shows the min, median, and 97th

percentile of query response time in each category. As ex-

pected, the medians are approximately linear in the number

of NH requests. # Number of NH Messages

Evaluation of the NA. T_O determ_ine_ the Ca‘_paCity of our gtztzcti(fer:((:?r)t:7 ‘O(()O)‘ O.0112(20.013‘ 0.1283(()0.218 0.78;1(()1.626‘ ~

NA, we ran a set of experiments with increasing churn rates. size of nCert = 11‘ ‘ To.om (0.002) 0.025 (0.042) 0.22 (0.49)

For each experiment, we recorded the average join time, and Figure 7: Dropping Test

we determined the capacity of the NA by finding the churn

rate that caused this join time to increase significantly. In 6.4 Optimization

each of these experiments, we start with 1000 DHT nodes | this section, we discuss how to reduce the latency of

on 100 planetiab hosts. Then on each machine, a node iSyyrmic queries by using recursive routing. Recursive rout-
killed periodically and a new node joins the network im- g has lower delay than iterative routing because fewer mes
mediately, causing both a leave and a join event. The re- sage are sent; in addition, recursive routing can utjize-
sylts of 'Fhis evaluation suggest that our NA (running Ubuntu imity neighbor selectioiPNS), which allows a node to se-
Linux with a 3GHz Pentium IV CPU and 1GB RAM) can ¢ neighbors (fingers, in Chord’s terms) with IGTT, re-
handle as many as 34 events (17 joins and 17 leaves) pegyiting in low stretch, the ratio of query delay to the networ
second, for a “Churn rate” of 17 [33]. Since the crypto- gg|ay hetween the querier and the root. This technique can
graphic computations required for an nCert update — 7 sig- gignificantly reduce the query delay, for example Dabek
natures and 14 verifications — take about 2m8 on the al. [22] show that DHTs using PNS can deliver queries

testbed NA, 34 events require around 863 of compu-  ith constant stretch, independent of the network size.
tation, which supports this conclusion. Plugging the me-

dian session times reported in [33] (1 minute to 1 hour) into
Eqg. 2, we find that onéVA can handle a total number of
nodes ranging from 1472 to 88299. Note that these exper-
iments were performed using an ordinary desktop machine
rather than a high-performance server, and our threaded im-
plementation has not been optimized for performance. Thus
we expect that on multicore or multiprocessor systems an Figure 8: Hybrid routing

optimized NA should be capable of handling a significantly  \ye can adapt Myrmic’s iterative routing protocol to take

higher workload. Finally, we note in Appendix C that itis  5qyantage of recursive routing. Figure 8 (b) illustrates th
possible to replicate the NA to further increase scalabilit basic idea. When an intermediate hBp receives a query

message from the queri€), it 1) delivers the message to the
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next hopH,;,, according to recursive routing, and 2) sends per query is 451, compared to 11 for Myrmic; the reported
nCerty,,, back toQ. @ monitors the query, verifying that  bit complexity of a query in [23] is 5.6KB + 22KB + 12KB
each hop makes progress as described in Section 4.3 and velr about 39KB, plus 32 copies of the value stored uriger
ifying the root at the conclusion of the query. If a query ever when optimized for bandwidth (by only sending the nCert
fails to make progress) can pick another node in the nCert of the next hop rather than the entire finger table), Myrmic
of the current next hop, and restart the process. Note thatsends 11 + 7 nCerts, each of which has a 128B certificate, 7
the security analysis of the iterative routing protocoloals 24B (nodelD, IP) pairs, and a 128B signature or 7.6KB; the
applies to this optimized protocol because of the progresscorrect root sends only 1 copy of the value storedkfor
verification and root verification. This optimization casal Fiat and Saia[41, 42] give a protocol for a “content-addabkes’
utilize PNS, where a node’s candidate fingers are limited to network that is robust to node removal. Kubiatowicz [43]
the nodes that are close (in the ID space) to the Chord nextmake Pastry and Tapestry robust usimgle paths where
hop. In case the size of a nCert is large, 8+ 1 = 15, they add redundancy to the routing tables and use multiple
a nCert provides enough candidates [22]. With a smaller nodes for each hop. Fiat. al.[20] define aByzantine join
nCert, intermediate hops may need to return adjacent nCertsattack model where an adversary can join Byzantine nodes
(one of which lists the chord next hop) for progress verifica- to a DHT and put them at chosen places. All of these re-
tion. More work is needed to understand the interaction of sults require a DHT node to maintai(log®(n)) links to

nCert size, PNS and performance of this optimization. other nodes, hav®(log(n)) latency and2(log?(n)) mes-
sage complexity per query. [20] makes use of a protocol of
7. RELATED WORK Scheideler [28] to rotate nodes when they join the network,

providing strong guarantees about the density of advalsari
nodes without need of a certified identity; this protocolsloe
not, however, defend against Sybil attacks.

In the Eclipse attack [23, 34], or routing table poisoning
attack, malicious nodes conspire to fool honest nodes to in-
clude the malicious nodes into their routing tables. Siegh
al. [44] observe that a malicious node launching an eclipse
attack has a higher in-degree than honest nodes. They pro-

Sit and Morris [34] present a taxonomy of possible attacks
on DHTs and applications built on them. They further pro-
vide several design principles to prevent them. One of the
identified denial-of-service attacks, the so calRapid Joins
and Leavesttack, which is also referred to &hurn, was
studied by several groups [35, 33, 36]. Lynet al.[37]
propose to use a Byzantine Fault Tolerance replication al-

gorithm to maintain state information for correct routing — . . L
. L : o pose a method of preventing this attack by enforcing in-
even though this solution is quite elegant, it is too expen- 2 o
. . . i . . degree bounds through periodic anonymous distributed au-
sive to be used in practice since it requires an agreement be-ditin Nodes that fail the test are drooped from the testin
tween the replicas at each routing step. The Sybil attack has 9. bp 9
been studied by several groups [38, 25]. Two Sybil-resistan
schemes based on social links were recently proposed in [39
40]. None of these works consider the problem of root veri-
fication, leaving them vulnerable to root-spoofing attacks.
The seminal work on DHT routing security is by Castro
et al.[23]; they propose but do not implement a DHT where
each node maintains an optimized finger table for fast rout-
ing and a constrained table for “secure routing.” When per- 8 CONCLUSION

forming a lookup onk, a node first makes an “optimized”

node’s routing table. Condiet. al.[29] mitigate eclipse
attacks using induced churn. The main idea includes three
‘components: periodically reset routing tables to constci
ones [23], limit routing table update rate, and periodicall
change nodes’ nodelDs. We note that the Eclipse attack is
not possible against Myrmic because we employ a Chord-
style constrained routing table.

) Recently, a significant amount of effort has been devoted to
query, and performs a test of the result (that involves com- making DHTs more robust against environmental interfer-
municating with all neighbors afoot(k)). If the test fails, ence, but there has been considerably less work on imple-
the querier launches many parallel recursive queries usingy,anting DHTS that are secure against adversarial behavior.
the constrained finger table; if any of these queries reachegNith increasing use of these protocols in economically at-
any honest replica root, it is broadcast to all other replica tractive applications, ensuring correctness and avditiabf
roots. Assuming disjoint paths are tak?n by all queries, the DHT routing is a fundamental requirement. To address prob-
number of queries sent should bEos(=7), thatis, poly-  |em, we introducedvlyrmic, a novel DHT routing protocol
nomial in the number of nodes. Thasymptotically Myr- in this paper. To the best of our knowledge, Myrmic provides
mic is exponentially more efficient than this scheme while the first implementation of a DHT routing protocol that al-
including a proof of security. Concretely, the authors répo  |oys root verification (by internal as well as external eesi

on simulations showing that when adversaries do not per- 55 well as efficient (comparable to Chord) message delivery
form certain known attacks, the scheme can deliver querieseyen in the presence of a significant fraction of faulty nodes
to 99.9% of keys in a node with 100,000 nodes and 30% |3 many applications, it can be used as a drop-in, secure re-
compromised nodes using 32 parallel lookups. Using 32 placement for other existing DHT routing protocols.

parallel lookups and assuming= 0.25 fraction of adver-

saries, [23] report that the expected number of messages sen
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The N A replication works as follows. The ID ring is di-
vided into pieces, called zones, and ea€H replicas is re-

APPENDIX sponsible to one zone. All th& A replicas shares a MAC

A. TIMEOUT VALUES key to authenticate messages among them. A node’s nCert

During a query, the current hop may be malicious, dead, UPdate request can be sent to any of M replicas. Re-
or having long RTT. All the three cases may result in a time- C€lving arequest, th&' A replica, sayV A, forwards the re-
out. When considering all of them, the expected number of uUest to the one responsible to the nodelD, 5a,. N A,
steps a query take i 1417% log n wherez is the prob- processes th(_a request foIIow!ng the_nCert u_p(_date protocol
ability that the current hop is dead apds the probability shown in section 4.2. If the r]elghbor liAtA, b,unt includes
that the current hop having long RTT than the timeout value. r?‘?des in an otheN A replica’s zone, sayW As's, N A, no-
The value ofz is usually small since it is the probability that 1S VAs o lock the border between them\ A, releases
a node dies between twix routing tablemessages send to the lock after processes the request. Be.wm? _releases .
it from another node. Hence we only consigeandy. De- the lock, N A3 processes _requests to which it is responsi-
noting the timeout value as, the query delay is bounded ble as.usual, gxqept t.hat it h(_)lds the process ofa requegt if
by m logn x t,. On the other hand, a small time- the neighbor list it built for this request includes a node in

. . . N As's zone. The messages sent amadng replicas are ac-
out value may need more bandwidth. Converting malicious .
. knowledged. If a acknowledge, e.g. fraWA; to N A,, is
nodes to blackholes, the extra bandwidth overhead duetoa .~ . . : : : .
specific timeout value i%l— 1 mlssmg,NA_g_pmgsNAl to fmd_out if NAs is pfﬂme. If
1—-y) so, N A; notifies othersV A replicas and redivides the ID
space. Similar procedure is followed if\@A replica holds a
B. LIFETIME OF NCERTS lock for too long. Note that since ID space is a ring, the zone
The life time of a nCert, denoted &5,.;, represents a  of a N A replica has two borders. As long as a neighbor list
tradeoff between security and efficiency. Intuitively, ader built for a nCert update request does not cross both of the
T, gives improved efficiency since less nCerts need to be borders, the locking scheme does not cause a deadlock. l.e.,
renewed. On the other hand, a shofig; is more secure A deadlock does not happen if every zone has at idastl
since less (honest) nodes leave during this period. Sugpose honest nodes. Hence deadlock is not a problem in practice,
node listed in a nCert left, then the nCert is revoked. In this since4l + 1 is much smaller than the number of node¥ 4
case, from both security and efficiency points of view, we server can support even with a extreme high churn rate.
prefer that the nCert expires soon after its revocatioresinc
needs not be renewed. The same argument applies for joins
too. We compute the probability of the eventhat some
nodes in a nCert leave or some nodes join in the range cov-
ered by the nCert during its life time: (Note that this is also
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